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set.seed(100)  
library(datasets)  
library(ISLR2)

## Warning: package 'ISLR2' was built under R version 4.3.2

library(tree)

## Warning: package 'tree' was built under R version 4.3.2

library(randomForest)

## Warning: package 'randomForest' was built under R version 4.3.2

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

library(boot)

## Warning: package 'boot' was built under R version 4.3.2

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 4.3.1

##   
## Attaching package: 'ggplot2'

## The following object is masked from 'package:randomForest':  
##   
## margin

library(e1071)

## Warning: package 'e1071' was built under R version 4.3.2

library(gbm)

## Warning: package 'gbm' was built under R version 4.3.2

## Loaded gbm 2.1.8.1

library(nnet)

## Warning: package 'nnet' was built under R version 4.3.2

library(ISLR)

## Warning: package 'ISLR' was built under R version 4.3.2

##   
## Attaching package: 'ISLR'

## The following objects are masked from 'package:ISLR2':  
##   
## Auto, Credit

library(factoextra)

## Warning: package 'factoextra' was built under R version 4.3.2

## Welcome! Want to learn more? See two factoextra-related books at https://goo.gl/ve3WBa

This problem involves the Caravan data set which is part of the ISLR2 package. Perform the following analysis. This is an imbalanced data set.

library(ISLR2)  
dim(Caravan)

## [1] 5822 86

nrow(Caravan)

## [1] 5822

#  
standardize=function(x) {(x-min(x))/(max(x)-min(x))}  
Caravan$MOSTYPE=standardize(Caravan$MOSTYPE)  
#Caravan$MOSHOOFD=standardize(Caravan$MOSHOOFD)

colnames(Caravan)

## [1] "MOSTYPE" "MAANTHUI" "MGEMOMV" "MGEMLEEF" "MOSHOOFD" "MGODRK"   
## [7] "MGODPR" "MGODOV" "MGODGE" "MRELGE" "MRELSA" "MRELOV"   
## [13] "MFALLEEN" "MFGEKIND" "MFWEKIND" "MOPLHOOG" "MOPLMIDD" "MOPLLAAG"  
## [19] "MBERHOOG" "MBERZELF" "MBERBOER" "MBERMIDD" "MBERARBG" "MBERARBO"  
## [25] "MSKA" "MSKB1" "MSKB2" "MSKC" "MSKD" "MHHUUR"   
## [31] "MHKOOP" "MAUT1" "MAUT2" "MAUT0" "MZFONDS" "MZPART"   
## [37] "MINKM30" "MINK3045" "MINK4575" "MINK7512" "MINK123M" "MINKGEM"   
## [43] "MKOOPKLA" "PWAPART" "PWABEDR" "PWALAND" "PPERSAUT" "PBESAUT"   
## [49] "PMOTSCO" "PVRAAUT" "PAANHANG" "PTRACTOR" "PWERKT" "PBROM"   
## [55] "PLEVEN" "PPERSONG" "PGEZONG" "PWAOREG" "PBRAND" "PZEILPL"   
## [61] "PPLEZIER" "PFIETS" "PINBOED" "PBYSTAND" "AWAPART" "AWABEDR"   
## [67] "AWALAND" "APERSAUT" "ABESAUT" "AMOTSCO" "AVRAAUT" "AAANHANG"  
## [73] "ATRACTOR" "AWERKT" "ABROM" "ALEVEN" "APERSONG" "AGEZONG"   
## [79] "AWAOREG" "ABRAND" "AZEILPL" "APLEZIER" "AFIETS" "AINBOED"   
## [85] "ABYSTAND" "Purchase"

1. It’s a large data. To reduce computational time (and just for illustration), let’s first create a training set containing the first 1000 observations, and a test set containing the next 300 observations.

# Step 1: Split the data into training and testing sets  
train\_data=Caravan[1:1000, ]  
test\_data=Caravan[1001:1300, ]  
  
train\_index=1:1000

1. Fit a tree to the training data, with Purchase as the response and the other variables as predictors. Use the summary() function to produce summary statistics about the tree, and describe the results obtained. What is the training error rate? How many terminal nodes does the tree have?

set.seed(100)  
library(tree)  
tree.d=tree(Purchase~., Caravan, split = 'gini', subset =train\_index ) # except Purchase all other variables in the data set are be considered as predictors.

summary(tree.d)

##   
## Classification tree:  
## tree(formula = Purchase ~ ., data = Caravan, subset = train\_index,   
## split = "gini")  
## Variables actually used in tree construction:  
## [1] "PPLEZIER" "PINBOED" "PWABEDR" "PGEZONG" "PBYSTAND" "PPERSONG"  
## [7] "PAANHANG" "PFIETS" "PWALAND" "PTRACTOR" "PLEVEN" "PMOTSCO"   
## [13] "PBROM" "MAANTHUI" "MKOOPKLA" "MBERARBG" "PPERSAUT" "MAUT2"   
## [19] "MSKB1" "MOPLLAAG" "MBERMIDD" "MHKOOP" "MBERARBO" "APERSAUT"  
## [25] "MINK123M" "PBRAND" "MBERZELF" "MGODPR" "MINK7512" "MGODRK"   
## [31] "MOSTYPE" "MBERBOER" "MSKD" "MBERHOOG" "MINKM30" "MSKA"   
## [37] "MRELSA" "MAUT0" "MOSHOOFD" "MFALLEEN" "MGODGE" "MGODOV"   
## [43] "MFWEKIND" "MZPART" "MSKC"   
## Number of terminal nodes: 63   
## Residual mean deviance: 0.2391 = 224 / 937   
## Misclassification error rate: 0.058 = 58 / 1000

This is a classification tree, we have a total number of terminal node of 63, so it’s a big tree. we have mean deviance: 0.2391 , which is calculated deviance divided by total number of training observation minus the number of terminal nodes. We also have Misclassification error rate: 0.058, which is calculated as Number of Misclassification divided by total training set.

we see that the training error rate is 5.8%. The residual mean deviance reported is simply the deviance divided by , which in this case is 1000-63= 937.

1. Create a plot of the tree. Pick one of the terminal nodes, and interpret the information displayed.

plot(tree.d) # for Plotting the decision tree
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#text(tree.d, pretty= 0) #if you want to see labels also

set.seed(100)  
tree.d

## node), split, n, deviance, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 1000 448.400 No ( 0.94100 0.05900 )   
## 2) PPLEZIER < 0.5 992 425.100 No ( 0.94456 0.05544 )   
## 4) PINBOED < 0.5 987 424.500 No ( 0.94428 0.05572 )   
## 8) PWABEDR < 0.5 978 417.800 No ( 0.94479 0.05521 )   
## 16) PGEZONG < 1 969 411.100 No ( 0.94530 0.05470 )   
## 32) PBYSTAND < 1 956 392.400 No ( 0.94770 0.05230 )   
## 64) PPERSONG < 1 947 391.400 No ( 0.94720 0.05280 )   
## 128) PAANHANG < 0.5 937 384.600 No ( 0.94771 0.05229 )   
## 256) PFIETS < 0.5 920 377.000 No ( 0.94783 0.05217 )   
## 512) PWALAND < 1.5 904 375.200 No ( 0.94690 0.05310 )   
## 1024) PTRACTOR < 1.5 894 374.100 No ( 0.94631 0.05369 )   
## 2048) PLEVEN < 0.5 863 359.200 No ( 0.94670 0.05330 )   
## 4096) PMOTSCO < 2 830 344.100 No ( 0.94699 0.05301 )   
## 8192) PBROM < 1 775 332.300 No ( 0.94452 0.05548 )   
## 16384) MAANTHUI < 1.5 700 301.000 No ( 0.94429 0.05571 )   
## 32768) MKOOPKLA < 5.5 488 134.000 No ( 0.96926 0.03074 )   
## 65536) MBERARBG < 6.5 478 119.400 No ( 0.97280 0.02720 )   
## 131072) PPERSAUT < 5.5 315 42.880 No ( 0.98730 0.01270 )   
## 262144) MAUT2 < 2.5 295 23.960 No ( 0.99322 0.00678 )   
## 524288) MSKB1 < 4.5 289 13.330 No ( 0.99654 0.00346 )   
## 1048576) MOPLLAAG < 7.5 249 0.000 No ( 1.00000 0.00000 ) \*  
## 1048577) MOPLLAAG > 7.5 40 9.353 No ( 0.97500 0.02500 )   
## 2097154) MBERMIDD < 3.5 34 0.000 No ( 1.00000 0.00000 ) \*  
## 2097155) MBERMIDD > 3.5 6 5.407 No ( 0.83333 0.16667 ) \*  
## 524289) MSKB1 > 4.5 6 5.407 No ( 0.83333 0.16667 ) \*  
## 262145) MAUT2 > 2.5 20 13.000 No ( 0.90000 0.10000 )   
## 524290) MHKOOP < 6.5 10 0.000 No ( 1.00000 0.00000 ) \*  
## 524291) MHKOOP > 6.5 10 10.010 No ( 0.80000 0.20000 )   
## 1048582) MBERARBO < 1.5 5 0.000 No ( 1.00000 0.00000 ) \*  
## 1048583) MBERARBO > 1.5 5 6.730 No ( 0.60000 0.40000 ) \*  
## 131073) PPERSAUT > 5.5 163 69.630 No ( 0.94479 0.05521 )   
## 262146) APERSAUT < 1.5 147 56.280 No ( 0.95238 0.04762 )   
## 524292) MINK123M < 0.5 135 55.060 No ( 0.94815 0.05185 )   
## 1048584) PBRAND < 2.5 82 0.000 No ( 1.00000 0.00000 ) \*  
## 1048585) PBRAND > 2.5 53 41.370 No ( 0.86792 0.13208 )   
## 2097170) MBERZELF < 0.5 43 30.910 No ( 0.88372 0.11628 )   
## 4194340) MGODPR < 4.5 19 21.900 No ( 0.73684 0.26316 )   
## 8388680) MINK7512 < 0.5 13 11.160 No ( 0.84615 0.15385 )   
## 16777360) MGODRK < 1.5 8 0.000 No ( 1.00000 0.00000 ) \*  
## 16777361) MGODRK > 1.5 5 6.730 No ( 0.60000 0.40000 ) \*  
## 8388681) MINK7512 > 0.5 6 8.318 No ( 0.50000 0.50000 ) \*  
## 4194341) MGODPR > 4.5 24 0.000 No ( 1.00000 0.00000 ) \*  
## 2097171) MBERZELF > 0.5 10 10.010 No ( 0.80000 0.20000 )   
## 4194342) MGODRK < 0.5 5 0.000 No ( 1.00000 0.00000 ) \*  
## 4194343) MGODRK > 0.5 5 6.730 No ( 0.60000 0.40000 ) \*  
## 524293) MINK123M > 0.5 12 0.000 No ( 1.00000 0.00000 ) \*  
## 262147) APERSAUT > 1.5 16 12.060 No ( 0.87500 0.12500 )   
## 524294) MBERARBG < 3.5 8 0.000 No ( 1.00000 0.00000 ) \*  
## 524295) MBERARBG > 3.5 8 8.997 No ( 0.75000 0.25000 ) \*  
## 65537) MBERARBG > 6.5 10 10.010 No ( 0.80000 0.20000 )   
## 131074) MOSTYPE < 0.825 5 0.000 No ( 1.00000 0.00000 ) \*  
## 131075) MOSTYPE > 0.825 5 6.730 No ( 0.60000 0.40000 ) \*  
## 32769) MKOOPKLA > 5.5 212 149.700 No ( 0.88679 0.11321 )   
## 65538) MBERBOER < 0.5 178 137.000 No ( 0.87079 0.12921 )   
## 131076) MINK123M < 0.5 141 111.500 No ( 0.86525 0.13475 )   
## 262152) MBERZELF < 0.5 113 92.170 No ( 0.85841 0.14159 )   
## 524304) MSKD < 0.5 86 73.050 No ( 0.84884 0.15116 )   
## 1048608) MINK7512 < 0.5 55 37.910 No ( 0.89091 0.10909 )   
## 2097216) MBERHOOG < 6.5 48 22.440 No ( 0.93750 0.06250 )   
## 4194432) MINKM30 < 1.5 26 0.000 No ( 1.00000 0.00000 ) \*  
## 4194433) MINKM30 > 1.5 22 17.530 No ( 0.86364 0.13636 )   
## 8388866) MSKA < 2.5 17 7.606 No ( 0.94118 0.05882 )   
## 16777732) MRELSA < 1.5 12 0.000 No ( 1.00000 0.00000 ) \*  
## 16777733) MRELSA > 1.5 5 5.004 No ( 0.80000 0.20000 ) \*  
## 8388867) MSKA > 2.5 5 6.730 No ( 0.60000 0.40000 ) \*  
## 2097217) MBERHOOG > 6.5 7 9.561 No ( 0.57143 0.42857 ) \*  
## 1048609) MINK7512 > 0.5 31 33.120 No ( 0.77419 0.22581 )   
## 2097218) MAUT0 < 0.5 21 23.050 No ( 0.76190 0.23810 )   
## 4194436) MOSHOOFD < 1.5 13 7.051 No ( 0.92308 0.07692 )   
## 8388872) PBRAND < 3.5 8 0.000 No ( 1.00000 0.00000 ) \*  
## 8388873) PBRAND > 3.5 5 5.004 No ( 0.80000 0.20000 ) \*  
## 4194437) MOSHOOFD > 1.5 8 11.090 No ( 0.50000 0.50000 ) \*  
## 2097219) MAUT0 > 0.5 10 10.010 No ( 0.80000 0.20000 )   
## 4194438) MFALLEEN < 1.5 5 0.000 No ( 1.00000 0.00000 ) \*  
## 4194439) MFALLEEN > 1.5 5 6.730 No ( 0.60000 0.40000 ) \*  
## 524305) MSKD > 0.5 27 18.840 No ( 0.88889 0.11111 )   
## 1048610) MBERMIDD < 4.5 21 8.041 No ( 0.95238 0.04762 )   
## 2097220) MGODGE < 4.5 16 0.000 No ( 1.00000 0.00000 ) \*  
## 2097221) MGODGE > 4.5 5 5.004 No ( 0.80000 0.20000 ) \*  
## 1048611) MBERMIDD > 4.5 6 7.638 No ( 0.66667 0.33333 ) \*  
## 262153) MBERZELF > 0.5 28 19.070 No ( 0.89286 0.10714 )   
## 524306) MGODPR < 5.5 17 0.000 No ( 1.00000 0.00000 ) \*  
## 524307) MGODPR > 5.5 11 12.890 No ( 0.72727 0.27273 )   
## 1048614) MGODOV < 0.5 6 5.407 No ( 0.83333 0.16667 ) \*  
## 1048615) MGODOV > 0.5 5 6.730 No ( 0.60000 0.40000 ) \*  
## 131077) MINK123M > 0.5 37 25.350 No ( 0.89189 0.10811 )   
## 262154) MSKB1 < 2.5 26 0.000 No ( 1.00000 0.00000 ) \*  
## 262155) MSKB1 > 2.5 11 14.420 No ( 0.63636 0.36364 )   
## 524310) PPERSAUT < 3 6 7.638 No ( 0.66667 0.33333 ) \*  
## 524311) PPERSAUT > 3 5 6.730 No ( 0.60000 0.40000 ) \*  
## 65539) MBERBOER > 0.5 34 9.023 No ( 0.97059 0.02941 )   
## 131078) MHKOOP < 8.5 28 0.000 No ( 1.00000 0.00000 ) \*  
## 131079) MHKOOP > 8.5 6 5.407 No ( 0.83333 0.16667 ) \*  
## 16385) MAANTHUI > 1.5 75 31.230 No ( 0.94667 0.05333 )   
## 32770) MAANTHUI < 2.5 69 30.550 No ( 0.94203 0.05797 )   
## 65540) MFWEKIND < 8.5 63 17.740 No ( 0.96825 0.03175 )   
## 131080) PBRAND < 1.5 21 13.210 No ( 0.90476 0.09524 )   
## 262160) MZPART < 2.5 13 0.000 No ( 1.00000 0.00000 ) \*  
## 262161) MZPART > 2.5 8 8.997 No ( 0.75000 0.25000 ) \*  
## 131081) PBRAND > 1.5 42 0.000 No ( 1.00000 0.00000 ) \*  
## 65541) MFWEKIND > 8.5 6 7.638 No ( 0.66667 0.33333 ) \*  
## 32771) MAANTHUI > 2.5 6 0.000 No ( 1.00000 0.00000 ) \*  
## 8193) PBROM > 1 55 9.996 No ( 0.98182 0.01818 )   
## 16386) PPERSAUT < 5.5 48 0.000 No ( 1.00000 0.00000 ) \*  
## 16387) PPERSAUT > 5.5 7 5.742 No ( 0.85714 0.14286 ) \*  
## 4097) PMOTSCO > 2 33 15.090 No ( 0.93939 0.06061 )   
## 8194) MOSTYPE < 0.9125 27 0.000 No ( 1.00000 0.00000 ) \*  
## 8195) MOSTYPE > 0.9125 6 7.638 No ( 0.66667 0.33333 ) \*  
## 2049) PLEVEN > 0.5 31 14.830 No ( 0.93548 0.06452 )   
## 4098) MSKC < 4.5 24 0.000 No ( 1.00000 0.00000 ) \*  
## 4099) MSKC > 4.5 7 8.376 No ( 0.71429 0.28571 ) \*  
## 1025) PTRACTOR > 1.5 10 0.000 No ( 1.00000 0.00000 ) \*  
## 513) PWALAND > 1.5 16 0.000 No ( 1.00000 0.00000 ) \*  
## 257) PFIETS > 0.5 17 7.606 No ( 0.94118 0.05882 )   
## 514) MGODRK < 1.5 12 0.000 No ( 1.00000 0.00000 ) \*  
## 515) MGODRK > 1.5 5 5.004 No ( 0.80000 0.20000 ) \*  
## 129) PAANHANG > 0.5 10 6.502 No ( 0.90000 0.10000 ) \*  
## 65) PPERSONG > 1 9 0.000 No ( 1.00000 0.00000 ) \*  
## 33) PBYSTAND > 1 13 14.050 No ( 0.76923 0.23077 )   
## 66) MBERMIDD < 3.5 8 0.000 No ( 1.00000 0.00000 ) \*  
## 67) MBERMIDD > 3.5 5 6.730 Yes ( 0.40000 0.60000 ) \*  
## 17) PGEZONG > 1 9 6.279 No ( 0.88889 0.11111 ) \*  
## 9) PWABEDR > 0.5 9 6.279 No ( 0.88889 0.11111 ) \*  
## 5) PINBOED > 0.5 5 0.000 No ( 1.00000 0.00000 ) \*  
## 3) PPLEZIER > 0.5 8 11.090 No ( 0.50000 0.50000 ) \*

Interpertation: For interpertaion purpose I took the terminal node at the 1048576 position in the tree(internal node), Clearly it is a terminal node because it has \* sign with it. the node is going to assign data examples that reached this node to label No when MOPLLAAG < 7.5 249 and to label Yes otherwise.

1. Produce a pruned tree corresponding to the optimal tree size using cross-validation. Which tree size corresponds to the lowest cross-validated classification error rate? Call this your model #1.

cv.d=cv.tree(tree.d)  
plot(cv.d$size, cv.d$dev, type="b")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAYFBMVEUAAAAAADoAAGYAOpAAZrY6AAA6ADo6AGY6Ojo6ZmY6kLY6kNtmAABmOpBmZmZmtv+QOgCQZgCQkGaQ2/+2ZgC2/7a2///bkDrb25Db/7bb////tmb/25D//7b//9v////Q3WsvAAAACXBIWXMAAA7DAAAOwwHHb6hkAAALDUlEQVR4nO2d62KqSBZGSaJnLtqjM6HDdNDk/d+yqSpI7DSgu2Arfq71yxPZVeg6dRU2xSdIU9z6BMAXBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLI5N8Me+iDy/OZ0OzI1JcFVs0ou6e/G34uBKeAj+2H9prV7eJxcHE3ARfNzuupf1QCeN4CtBCxbHRXAzBrdNeHgMthQH+fgIbjrpNMIPtN++4gzzgZvTf67xrydv9b8cKbC3gJO3+s/g+6i+Q50E24sr5q/Djf5zTV/u91v9L0cK7C3g5K3+M/g+qvfQpQguPCpxov9c479T4yl+HHXuw50e+qOAoreAn2V/Cx449AJm3ugYFXy1NaKZ3nM9+QQXCB4v8E4EX7DR0ftvWvB9CM5ZJjEG39EYPLzR8aNv+vGWoYrb0n+uxcPMotnoWA5eYzAbHQvBaRadsdEBLjgJvnZxMASCxXESXBbFKm527AYO6CkO5x44TbKasbcsVmEsvnyShWAP/JZJ9dPrp2mZhGAP/DY60haH4YoOBHtACxbHeQw+2dM6WxyCPWAWLc6C1sEI9gDB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYnOUIxq8LCBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcZwEmxOhIdgJp3uTzInQEOyE392FicvvLkSwC373Bycuvz8YwS7QgsXxGoPtidAQ7ILTLDon47upArgQ1sHiIFgcNjrEYaNDHJZJ4lx5o2Ms47uhArgYWrA4bHSIw0aHOKyDxUGwOE6z6MGuebg4BLvgJPhf64HJ1XBxCHbBSfCmmUivTMXh1wc3wWGJNOIYwVfCUfBndHzpJTsI9sFXsKE4BPtgF3zcjg6u6RAEL4WMFlwWRREfuDFrvQj2Ia+LrsM25NmGbKoXwT5kj8Ef+8GrNbLqRbAPtGBx7ILj5VaMwfeCyyw6p14E+7CYX5MQ7EOO4OO2eHkvzy51bfUi2IcMwfXTa/XyfsFmhqleBPuQM8naxEvpKpZJ90DOJGsXBQ/d+ZtZL4J9yG/B5dmrNkz1ItiH7DG4GnxybF69CPYhcxY9easDwVeCdbA4CBbHKLi7Y2H03t+sehHsQ84kK95vVE8bhBF8JXKWSenHhqH7BjPrRbAPeRsdATY67oK8jY4AGx13QdYYHJpwxRh8F2RvdExqvwi+GqyDxUGwOGbBcW5VNX30pN8aEHwtrILj3CpschzWY4btme4Q7IN5q3LVbXWMLZMyMt0h2Aej4LI4ZeiqrJw8WQj2wdyCN9029EgLzknpj2AfrGNw+fyWeujBzvczqwXj1wn7LDrtcVQjfnMy3SHYCad1sDnTHYKdWMpGB4KdWMoVHQh2wumKDvNGB4Kd8Lmiw77RgWAnXK7oYJm0HFyu6MhI6Y9gJ1yu6KAFLwefKzrY6FgMbHSIw0aHOPmC573DH8FOOLXgsrF/WI/cZIrgK+EjOPr99fqXBdN4cQh2wkVwvCygjBteLJNuTM5O1gX5onfdWvjSKzoQ7ERGC74gX3RovRUteAnkddHnss0et+HKns3Ib04IvhLZY/CZfNF12ugY/E+A4Cvh04Lt9SLYiZxfkzzyRSPYCZdZdEa9CHaCvWhxcgSHn/rHrnvPqRfBTuSsg+PSdmJPjeAr4XJNVka9CHYi/5osfi68CzK66HQ9zuHcI6Bt9SLYiZxJVvihd+50wgh2gmWSOAgWB8HiIFichQjGrxcIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4jgJtiZCQ7AXPoLNidAQ7IWLYHsaJQR74SLYnvEdwV7QgsXxGoONidAQ7IXTLNqaCA3BXrAOFgfB4rDRIQ4bHeKwTBLnyhsdQxnfEewFLVgcNjrEYaNDHNbB4iBYHKdZdHz4HRsdC8BPcJw/X5rxHcFeuAlu1bJMujFugg/rKJgrOm4MLVgcJ8FdPuk03TpbHH7d8FomNY6fXkdSliL4SixjHYxgNxAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi7MMweAGgsVBsDgIFgfB4iBYnEUI/ltGB5iNJQgu5i8eOhYguPAoH1oQLA6CxVmAYMZgT5YgmFm0I4sQDH4gWBwEi4NgcW4mGK7EjQRPK5ao6VE+pcxULFHTo3xKmalYoqZH+ZQyU7FETY/yKWWmYomaHuVTykzFEjU9yqeUmYolanqUTykzFUvU9CifUmYqlqjpUT6lwGJBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHA/BdRGenmXj8I83a+jHvijSE7pMFVbdwdbTLOPj/CxR34+KM9V1WKegrC/yJw6C6/BsNOOJHbfxaZeW0I99c2AVvglThVVTUTzYepp1fLC9Kerwqz3QFFU39Ry31s81xPyCP/ahVZUrS0ydnjltCk3PQW18maLiUxc/9ivzaTatsfnibVHdM1pNUelg6+caZH7BX1/85SF1sYnfRU7o06s9Kgi2RlUv/20E26KqVo4p6qvZZ3wbPTgIjic49IDhIZJge2j5/GaPqpp+zxjVHB7GYFtU+c80SzBF1c+/b+1Rg8wvOI0a1rEjfg57aHgOqjWqjl+fLSp0l0GwKeq4DaN2aTzDKoxWoY/J+yJ/ct+C626OZavwY//ybosKD8Q2C27P8fnNJvjpNSNqkLvuotNzjDMqDCO3JSoebO+iU+x6Z4pKg641apBFTLI+O8G20CqtgjMqDF+fJapq79m0RbV1/bJNA5NRa9Qgy1gmtR/LFloVO3uF6VurcxYhpXWZlFfXcZt9hn0sZKOj/X9rCT2su+fMmyr80mQ+zdK80RHllNa6quwz7MNjq7LK2GFrhxpDaNtthsNNFZahq805zbRVeYW66m4LNueL/Ak/NoiDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQfPzt/dan4MkjC443dpXdjUCJdG+fEI8uuHz+/bf/r8WknvLggg/rXdNFp/sGNXkIweFO01V7O3Z7P2a4M/N/neDwh5BertjFLjrdmLpJcZuxgu+ARxAc0poct//ex9uxU2MtQ7674un1uH35IwqO+uti143BIXNCzLa0vnPDDyA4Jrf7TM7a16k1l1Fgm0yyTYXRCg4HpGOnJkG5NQ8g+NDOoYK7tof+ThiRMoZuumSZreCQZ6l9+3DnM7BHENzlBixXXQ9dnQpuJlkx9djXGNzmqqq71Do3O/M5eATBXRsMSQJ37au/CO7+C5RhUN51+V0m5z9ZBA8guBuDmxf/aQfUNgXV02sjsRHcqWzsBsGxg1bZ83gAwbHDDckfP8tidfKnr1n0H9vVVwrpuEzqllJxp+vO2/EjCE7r4M+4DEq5hL/WwWnobXOyF3E5tYt/imNviLvzSfRjCB6FHxvgnkGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHH+BM6UwW9E79HkAAAAAElFTkSuQmCC)

cv.d

## $size  
## [1] 63 62 61 60 58 55 54 53 51 50 49 43 41 39 38 34 2 1  
##   
## $dev  
## [1] 806.6980 806.6980 806.6980 806.6980 806.6980 806.6980 806.6980 806.6980  
## [9] 806.6980 806.6980 806.6980 806.6980 806.6980 806.6980 806.6980 806.6980  
## [17] 806.6980 424.1166  
##   
## $k  
## [1] -Inf 0.05231234 0.75410643 2.04689946 2.60239035 2.74882849  
## [7] 3.03662721 3.05928285 3.13660113 3.15811171 3.18898175 3.25807916  
## [13] 3.27793180 3.42640701 3.61628211 3.64919682 3.93616155 12.26827243  
##   
## $method  
## [1] "deviance"  
##   
## attr(,"class")  
## [1] "prune" "tree.sequence"

model\_1=prune.d=prune.tree(tree.d,best=2)   
summary(prune.d)

##   
## Classification tree:  
## snip.tree(tree = tree.d, nodes = 2L)  
## Variables actually used in tree construction:  
## [1] "PPLEZIER"  
## Number of terminal nodes: 2   
## Residual mean deviance: 0.437 = 436.1 / 998   
## Misclassification error rate: 0.059 = 59 / 1000

pred.prune.d=predict(prune.d,test\_data,type="class")  
table(pred.prune.d,test\_data$Purchase)

##   
## pred.prune.d No Yes  
## No 282 18  
## Yes 0 0

tree size=2

1. Fit a boosting model to the training set with Purchase as the response label and the other variables as features. Use 1,000 trees, and a shrinkage value of 0.01. Call this your model #2. Which predictor appear to be the most important?

train\_data$Purchase = factor(train\_data$Purchase, levels=c("No","Yes"), labels=c(0,1))  
train\_data$Purchase = as.integer(train\_data$Purchase)-1  
  
model\_2= gbm(Purchase ~ ., data=train\_data, distribution="bernoulli",  
n.trees=1000, interaction.depth=4, shrinkage=0.01)

## Warning in gbm.fit(x = x, y = y, offset = offset, distribution = distribution,  
## : variable 50: PVRAAUT has no variation.

## Warning in gbm.fit(x = x, y = y, offset = offset, distribution = distribution,  
## : variable 71: AVRAAUT has no variation.

summary(model\_2)

![](data:image/png;base64,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)

## var rel.inf  
## PPERSAUT PPERSAUT 7.470630643  
## MGODGE MGODGE 4.711731856  
## MKOOPKLA MKOOPKLA 4.465713856  
## MOPLHOOG MOPLHOOG 4.349066063  
## MOSTYPE MOSTYPE 4.055714391  
## PBRAND PBRAND 4.004838117  
## MINK3045 MINK3045 3.847254554  
## MBERMIDD MBERMIDD 3.826022011  
## MGODPR MGODPR 3.346766550  
## MBERARBG MBERARBG 2.876262003  
## MSKC MSKC 2.807521364  
## MSKA MSKA 2.650297607  
## MAUT2 MAUT2 2.430456970  
## MSKB1 MSKB1 2.367871627  
## MINK7512 MINK7512 2.352940169  
## MGODOV MGODOV 2.263662272  
## MFGEKIND MFGEKIND 2.217892681  
## MFWEKIND MFWEKIND 2.100219570  
## MRELOV MRELOV 1.974073598  
## MBERARBO MBERARBO 1.958784153  
## MAUT0 MAUT0 1.867785685  
## MRELGE MRELGE 1.854221157  
## MSKB2 MSKB2 1.814082871  
## MINKGEM MINKGEM 1.805489234  
## PWAPART PWAPART 1.769056217  
## MINKM30 MINKM30 1.699308117  
## MFALLEEN MFALLEEN 1.612947930  
## MBERHOOG MBERHOOG 1.591361700  
## MHHUUR MHHUUR 1.507613792  
## MAUT1 MAUT1 1.471996800  
## MZPART MZPART 1.421476110  
## MZFONDS MZFONDS 1.415684057  
## MOPLMIDD MOPLMIDD 1.360295568  
## MRELSA MRELSA 1.249358252  
## MINK4575 MINK4575 1.211076895  
## MGEMLEEF MGEMLEEF 1.180946915  
## ABRAND ABRAND 1.168346161  
## MSKD MSKD 1.091191732  
## MBERZELF MBERZELF 0.960556069  
## MGODRK MGODRK 0.922845190  
## MHKOOP MHKOOP 0.769834623  
## MGEMOMV MGEMOMV 0.767686248  
## APERSAUT APERSAUT 0.722108857  
## MOPLLAAG MOPLLAAG 0.694323775  
## MOSHOOFD MOSHOOFD 0.438663438  
## PMOTSCO PMOTSCO 0.387884766  
## PLEVEN PLEVEN 0.349707934  
## MINK123M MINK123M 0.291411872  
## MBERBOER MBERBOER 0.291238432  
## PBYSTAND PBYSTAND 0.167509803  
## MAANTHUI MAANTHUI 0.046184933  
## ALEVEN ALEVEN 0.009043742  
## PFIETS PFIETS 0.005860660  
## PAANHANG PAANHANG 0.005180414  
## PWABEDR PWABEDR 0.000000000  
## PWALAND PWALAND 0.000000000  
## PBESAUT PBESAUT 0.000000000  
## PVRAAUT PVRAAUT 0.000000000  
## PTRACTOR PTRACTOR 0.000000000  
## PWERKT PWERKT 0.000000000  
## PBROM PBROM 0.000000000  
## PPERSONG PPERSONG 0.000000000  
## PGEZONG PGEZONG 0.000000000  
## PWAOREG PWAOREG 0.000000000  
## PZEILPL PZEILPL 0.000000000  
## PPLEZIER PPLEZIER 0.000000000  
## PINBOED PINBOED 0.000000000  
## AWAPART AWAPART 0.000000000  
## AWABEDR AWABEDR 0.000000000  
## AWALAND AWALAND 0.000000000  
## ABESAUT ABESAUT 0.000000000  
## AMOTSCO AMOTSCO 0.000000000  
## AVRAAUT AVRAAUT 0.000000000  
## AAANHANG AAANHANG 0.000000000  
## ATRACTOR ATRACTOR 0.000000000  
## AWERKT AWERKT 0.000000000  
## ABROM ABROM 0.000000000  
## APERSONG APERSONG 0.000000000  
## AGEZONG AGEZONG 0.000000000  
## AWAOREG AWAOREG 0.000000000  
## AZEILPL AZEILPL 0.000000000  
## APLEZIER APLEZIER 0.000000000  
## AFIETS AFIETS 0.000000000  
## AINBOED AINBOED 0.000000000  
## ABYSTAND ABYSTAND 0.000000000

predictor PPERSAUT appear to be the most important

1. Use the boosting model to predict the response on the test data. Predict that a person will make a purchase if the estimated probability of purchase is greater than 20%.

set.seed(100)  
glm.probs=predict(model\_2 , test\_data, type = "response")

## Using 1000 trees...

glm.pred <- rep("No", 300)  
glm.pred[glm.probs > .2] = "Yes"

glm.pred[1:10][1:10] # first 10 prediction

## [1] "No" "No" "No" "No" "Yes" "No" "No" "No" "No" "No"

(cm <- table(test\_data$Purchase, glm.pred))

## glm.pred  
## No Yes  
## No 274 8  
## Yes 18 0

1. Fit a radial kernel SVM to the training data with Purchase as the label and the other variables as features. Use a cost value of 0.01, and a gamma value of 0.5 . Call this your model #3.

# Fitting a linear model with cost=0.01  
Model\_3 = svm(Purchase ~ ., data =train\_data, kernel = "radial", gamma=0.5, cost =0.01, scale = FALSE)  
summary(Model\_3)

##   
## Call:  
## svm(formula = Purchase ~ ., data = train\_data, kernel = "radial",   
## gamma = 0.5, cost = 0.01, scale = FALSE)  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: radial   
## cost: 0.01   
## gamma: 0.5   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 936

svm.pred.test=predict(Model\_3, test\_data, type="response")  
table(svm.pred.test, test\_data$Purchase)

##   
## svm.pred.test No Yes  
## 0.100007718607004 1 0  
## 0.100007795068601 1 0  
## 0.10000779561317 1 0  
## 0.100007795732229 1 0  
## 0.100007795732749 1 0  
## 0.10000795959768 1 0  
## 0.100043674566473 1 0  
## 0.100225270064136 1 0  
## 0.100242963190728 1 0  
## 0.100249621772715 0 1  
## 0.100253687743874 1 0  
## 0.100253695696042 0 1  
## 0.100253704140392 1 0  
## 0.100253710976673 1 0  
## 0.100253714065467 0 1  
## 0.100253714068729 1 0  
## 0.100253714069552 1 0  
## 0.100253714070011 1 0  
## 0.100253714070025 2 0  
## 0.100253714070245 1 0  
## 0.100253715761634 1 0  
## 0.100253831979099 1 0  
## 0.100255604748218 1 0  
## 0.100402871081577 1 0  
## 0.100402871082148 1 0  
## 0.100402940614945 0 1  
## 0.100456544370106 1 0  
## 0.100493370848941 1 0  
## 0.100548493718552 0 1  
## 0.100581150398841 1 0  
## 0.100581486260735 1 0  
## 0.100581488947752 1 0  
## 0.100581491153999 1 0  
## 0.10058149260817 1 0  
## 0.100581508637973 1 0  
## 0.100581935967413 1 0  
## 0.100584489889871 1 0  
## 0.100601672407637 1 0  
## 0.100601678814453 0 1  
## 0.100601678814631 1 0  
## 0.10060190035732 1 0  
## 0.100602151581051 1 0  
## 0.100613774688032 1 0  
## 0.100613922347626 1 0  
## 0.100625791775197 1 0  
## 0.100625824234297 1 0  
## 0.100625852609483 1 0  
## 0.100626167793517 1 0  
## 0.100628576632808 1 0  
## 0.100628578137693 1 0  
## 0.100628584407058 1 0  
## 0.100628584507725 1 0  
## 0.10062858451385 1 0  
## 0.100628584515284 1 1  
## 0.100628584515433 1 0  
## 0.100628584515441 0 1  
## 0.100628586021049 2 0  
## 0.100628590979775 1 0  
## 0.100628627594488 1 0  
## 0.100628855960195 1 0  
## 0.100630240082183 1 0  
## 0.100630241387206 1 0  
## 0.100631246677567 1 0  
## 0.100631248444509 1 0  
## 0.100631463585217 1 0  
## 0.100631463643182 1 0  
## 0.100632112813965 1 0  
## 0.100632226509697 1 0  
## 0.10063222740627 1 0  
## 0.10063222823826 1 0  
## 0.100632449978744 1 0  
## 0.100632450048759 1 0  
## 0.10063245005457 1 0  
## 0.100632586067299 1 0  
## 0.100632586068165 2 0  
## 0.10063259143345 1 0  
## 0.10063265236542 1 0  
## 0.10063265812607 1 0  
## 0.100632668545703 1 0  
## 0.100632668921733 1 0  
## 0.100632718554502 1 0  
## 0.100632718599891 1 0  
## 0.100632718601102 1 0  
## 0.100632718601179 1 0  
## 0.100632718604212 1 0  
## 0.100632738672532 1 0  
## 0.100632748036184 1 0  
## 0.100632748643599 1 0  
## 0.100632749007495 1 0  
## 0.100632766845154 1 0  
## 0.100632767224445 1 0  
## 0.100632767354045 1 0  
## 0.100632767356547 1 0  
## 0.100632767357402 1 0  
## 0.100632767404053 1 0  
## 0.100632778212257 1 0  
## 0.100632778518036 1 0  
## 0.100632781756668 1 0  
## 0.100632785218711 1 0  
## 0.10063278529374 1 0  
## 0.100632786100734 1 0  
## 0.100632787947656 1 0  
## 0.100632787978536 1 0  
## 0.100632789433008 1 0  
## 0.100632791892037 1 0  
## 0.100632793416244 0 1  
## 0.100632793993375 1 0  
## 0.100632794119593 1 0  
## 0.100632794204934 1 0  
## 0.10063279428976 1 0  
## 0.100632794319556 1 0  
## 0.100632794319565 1 0  
## 0.10063279432277 1 0  
## 0.100632794324359 1 0  
## 0.100632794333924 1 0  
## 0.100632794533765 1 0  
## 0.100632794835287 1 0  
## 0.10063279483968 2 0  
## 0.100632794868753 1 0  
## 0.100632794875457 1 0  
## 0.100632795212601 1 0  
## 0.100632795212764 1 0  
## 0.100632795410987 1 0  
## 0.10063279541709 1 0  
## 0.100632795422046 1 0  
## 0.100632795464136 1 0  
## 0.100632795573211 1 0  
## 0.100632795630507 1 0  
## 0.100632795650531 1 0  
## 0.100632795652696 1 0  
## 0.100632795661972 1 0  
## 0.100632795678556 1 0  
## 0.100632795689636 1 0  
## 0.100632795706415 1 0  
## 0.100632795709878 1 0  
## 0.100632795710699 1 0  
## 0.100632795716613 1 0  
## 0.10063279571669 1 0  
## 0.100632795720601 1 0  
## 0.100632795722788 1 0  
## 0.100632795722836 1 0  
## 0.10063279572527 1 0  
## 0.100632795726534 1 0  
## 0.100632795727496 1 0  
## 0.100632795727678 1 0  
## 0.100632795728606 1 0  
## 0.100632795728805 1 0  
## 0.100632795728831 1 0  
## 0.100632795729005 1 0  
## 0.100632795729472 1 0  
## 0.100632795729607 1 0  
## 0.100632795730034 1 0  
## 0.100632795730149 1 0  
## 0.100632795730186 1 0  
## 0.100632795730545 1 0  
## 0.100632795730604 1 0  
## 0.100632795731018 1 0  
## 0.100632795731019 1 0  
## 0.100632795731072 1 0  
## 0.100632795731193 1 0  
## 0.100632795731238 2 0  
## 0.100632795731407 0 1  
## 0.100632795731486 1 0  
## 0.100632795731526 1 0  
## 0.100632795731827 1 0  
## 0.100632795731833 1 0  
## 0.100632795731838 1 0  
## 0.100632795731932 0 1  
## 0.100632795731937 1 0  
## 0.100632795732011 1 0  
## 0.10063279573202 1 0  
## 0.100632795732133 1 0  
## 0.1006327957322 1 0  
## 0.100632795732201 2 0  
## 0.10063279573223 1 0  
## 0.100632795732236 1 0  
## 0.100632795732241 1 0  
## 0.100632795732242 1 0  
## 0.100632795732243 3 0  
## 0.100632795732268 1 1  
## 0.100632795732281 1 0  
## 0.100632795732293 3 0  
## 0.100632795732298 4 0  
## 0.100632795732302 2 0  
## 0.100632795732303 1 0  
## 0.100632795732304 1 0  
## 0.100632795732305 1 0  
## 0.100632795732306 6 0  
## 0.100632795732307 70 5  
## 0.100632795732308 1 0  
## 0.100632795732311 1 0  
## 0.100632795732929 1 0  
## 0.100632795742613 1 0  
## 0.100632795779475 1 0  
## 0.100632795809677 1 0  
## 0.100632796826951 1 0  
## 0.10063279756393 1 0  
## 0.100632832687438 1 0  
## 0.100632846948738 0 1  
## 0.100632869471341 1 0  
## 0.100632897017538 1 0  
## 0.102738751506 1 0  
## 0.110512956873465 1 0  
## 0.110632795710225 1 0  
## 0.110632795718918 1 0

1. Generate confusion matrix for the test set predictions for Model 1,2,3. Discuss your findings. Which model did better in terms of overall test error? How about in terms of Recall?

table(pred.prune.d,test\_data$Purchase)

##   
## pred.prune.d No Yes  
## No 282 18  
## Yes 0 0

(cm <- table(test\_data$Purchase, glm.pred))

## glm.pred  
## No Yes  
## No 274 8  
## Yes 18 0

table(svm.pred.test, test\_data$Purchase)

##   
## svm.pred.test No Yes  
## 0.100007718607004 1 0  
## 0.100007795068601 1 0  
## 0.10000779561317 1 0  
## 0.100007795732229 1 0  
## 0.100007795732749 1 0  
## 0.10000795959768 1 0  
## 0.100043674566473 1 0  
## 0.100225270064136 1 0  
## 0.100242963190728 1 0  
## 0.100249621772715 0 1  
## 0.100253687743874 1 0  
## 0.100253695696042 0 1  
## 0.100253704140392 1 0  
## 0.100253710976673 1 0  
## 0.100253714065467 0 1  
## 0.100253714068729 1 0  
## 0.100253714069552 1 0  
## 0.100253714070011 1 0  
## 0.100253714070025 2 0  
## 0.100253714070245 1 0  
## 0.100253715761634 1 0  
## 0.100253831979099 1 0  
## 0.100255604748218 1 0  
## 0.100402871081577 1 0  
## 0.100402871082148 1 0  
## 0.100402940614945 0 1  
## 0.100456544370106 1 0  
## 0.100493370848941 1 0  
## 0.100548493718552 0 1  
## 0.100581150398841 1 0  
## 0.100581486260735 1 0  
## 0.100581488947752 1 0  
## 0.100581491153999 1 0  
## 0.10058149260817 1 0  
## 0.100581508637973 1 0  
## 0.100581935967413 1 0  
## 0.100584489889871 1 0  
## 0.100601672407637 1 0  
## 0.100601678814453 0 1  
## 0.100601678814631 1 0  
## 0.10060190035732 1 0  
## 0.100602151581051 1 0  
## 0.100613774688032 1 0  
## 0.100613922347626 1 0  
## 0.100625791775197 1 0  
## 0.100625824234297 1 0  
## 0.100625852609483 1 0  
## 0.100626167793517 1 0  
## 0.100628576632808 1 0  
## 0.100628578137693 1 0  
## 0.100628584407058 1 0  
## 0.100628584507725 1 0  
## 0.10062858451385 1 0  
## 0.100628584515284 1 1  
## 0.100628584515433 1 0  
## 0.100628584515441 0 1  
## 0.100628586021049 2 0  
## 0.100628590979775 1 0  
## 0.100628627594488 1 0  
## 0.100628855960195 1 0  
## 0.100630240082183 1 0  
## 0.100630241387206 1 0  
## 0.100631246677567 1 0  
## 0.100631248444509 1 0  
## 0.100631463585217 1 0  
## 0.100631463643182 1 0  
## 0.100632112813965 1 0  
## 0.100632226509697 1 0  
## 0.10063222740627 1 0  
## 0.10063222823826 1 0  
## 0.100632449978744 1 0  
## 0.100632450048759 1 0  
## 0.10063245005457 1 0  
## 0.100632586067299 1 0  
## 0.100632586068165 2 0  
## 0.10063259143345 1 0  
## 0.10063265236542 1 0  
## 0.10063265812607 1 0  
## 0.100632668545703 1 0  
## 0.100632668921733 1 0  
## 0.100632718554502 1 0  
## 0.100632718599891 1 0  
## 0.100632718601102 1 0  
## 0.100632718601179 1 0  
## 0.100632718604212 1 0  
## 0.100632738672532 1 0  
## 0.100632748036184 1 0  
## 0.100632748643599 1 0  
## 0.100632749007495 1 0  
## 0.100632766845154 1 0  
## 0.100632767224445 1 0  
## 0.100632767354045 1 0  
## 0.100632767356547 1 0  
## 0.100632767357402 1 0  
## 0.100632767404053 1 0  
## 0.100632778212257 1 0  
## 0.100632778518036 1 0  
## 0.100632781756668 1 0  
## 0.100632785218711 1 0  
## 0.10063278529374 1 0  
## 0.100632786100734 1 0  
## 0.100632787947656 1 0  
## 0.100632787978536 1 0  
## 0.100632789433008 1 0  
## 0.100632791892037 1 0  
## 0.100632793416244 0 1  
## 0.100632793993375 1 0  
## 0.100632794119593 1 0  
## 0.100632794204934 1 0  
## 0.10063279428976 1 0  
## 0.100632794319556 1 0  
## 0.100632794319565 1 0  
## 0.10063279432277 1 0  
## 0.100632794324359 1 0  
## 0.100632794333924 1 0  
## 0.100632794533765 1 0  
## 0.100632794835287 1 0  
## 0.10063279483968 2 0  
## 0.100632794868753 1 0  
## 0.100632794875457 1 0  
## 0.100632795212601 1 0  
## 0.100632795212764 1 0  
## 0.100632795410987 1 0  
## 0.10063279541709 1 0  
## 0.100632795422046 1 0  
## 0.100632795464136 1 0  
## 0.100632795573211 1 0  
## 0.100632795630507 1 0  
## 0.100632795650531 1 0  
## 0.100632795652696 1 0  
## 0.100632795661972 1 0  
## 0.100632795678556 1 0  
## 0.100632795689636 1 0  
## 0.100632795706415 1 0  
## 0.100632795709878 1 0  
## 0.100632795710699 1 0  
## 0.100632795716613 1 0  
## 0.10063279571669 1 0  
## 0.100632795720601 1 0  
## 0.100632795722788 1 0  
## 0.100632795722836 1 0  
## 0.10063279572527 1 0  
## 0.100632795726534 1 0  
## 0.100632795727496 1 0  
## 0.100632795727678 1 0  
## 0.100632795728606 1 0  
## 0.100632795728805 1 0  
## 0.100632795728831 1 0  
## 0.100632795729005 1 0  
## 0.100632795729472 1 0  
## 0.100632795729607 1 0  
## 0.100632795730034 1 0  
## 0.100632795730149 1 0  
## 0.100632795730186 1 0  
## 0.100632795730545 1 0  
## 0.100632795730604 1 0  
## 0.100632795731018 1 0  
## 0.100632795731019 1 0  
## 0.100632795731072 1 0  
## 0.100632795731193 1 0  
## 0.100632795731238 2 0  
## 0.100632795731407 0 1  
## 0.100632795731486 1 0  
## 0.100632795731526 1 0  
## 0.100632795731827 1 0  
## 0.100632795731833 1 0  
## 0.100632795731838 1 0  
## 0.100632795731932 0 1  
## 0.100632795731937 1 0  
## 0.100632795732011 1 0  
## 0.10063279573202 1 0  
## 0.100632795732133 1 0  
## 0.1006327957322 1 0  
## 0.100632795732201 2 0  
## 0.10063279573223 1 0  
## 0.100632795732236 1 0  
## 0.100632795732241 1 0  
## 0.100632795732242 1 0  
## 0.100632795732243 3 0  
## 0.100632795732268 1 1  
## 0.100632795732281 1 0  
## 0.100632795732293 3 0  
## 0.100632795732298 4 0  
## 0.100632795732302 2 0  
## 0.100632795732303 1 0  
## 0.100632795732304 1 0  
## 0.100632795732305 1 0  
## 0.100632795732306 6 0  
## 0.100632795732307 70 5  
## 0.100632795732308 1 0  
## 0.100632795732311 1 0  
## 0.100632795732929 1 0  
## 0.100632795742613 1 0  
## 0.100632795779475 1 0  
## 0.100632795809677 1 0  
## 0.100632796826951 1 0  
## 0.10063279756393 1 0  
## 0.100632832687438 1 0  
## 0.100632846948738 0 1  
## 0.100632869471341 1 0  
## 0.100632897017538 1 0  
## 0.102738751506 1 0  
## 0.110512956873465 1 0  
## 0.110632795710225 1 0  
## 0.110632795718918 1 0